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Name:  

Dr. John Hearns

Address:     
16 Harwood Point, 307 Rotherhithe Street, London SE16 5HD

Telephone: 
(Mobile) 07941 244076          
 (Home) 020 7237 9052

Email:

 jhearns@freesolutions.net             
  Date of birth: 21st April 1964

Education and Training

PhD in Physics from the University of Glasgow (1993)

BSc (1st) in Physics from the University of Glasgow (1986)

Winner of the Mackay-Smith and  Thompson Experimental Prizes. 

Secondary Education: H-Grade A passes in English, Geography, Maths, Physics, Chemistry

I did my postgraduate studies with the high energy physics group at Glasgow University, working with the ALEPH experiment. ALEPH is a collaboration of almost 400 physicists, based at CERN in Geneva. The collaboration constructed one of the large, complex particle detectors which was used to perform  research at the LEP collider. 

Experience and Skills

High performance Computing experience  with many platforms - including Linux (6 years) Redhat/SuSE, SGI Irix, Solaris, HPUX, VAX/VMS, IBM VM/CMS. 

Systems Administration and Support- operation of  file servers,  Apache web servers, FTP servers,  backups, LDAP directory servers.   Linux compute  clusters and Grid computing.

Software installs and updates, Linux  installs using Kickstart and PXE. I am proficient with Linux software and kernel installations and system tuning and analysis at the kernel level.

Network  Management - installation,  configuration and management of Ethernet switches and routers, ATM switches, HIPPI networking.  Wan links, ISDN, ADSL and wireless networking.

Setting up firewalling and VPNs.  Monitoring, SNMP management and performance measurement using proprietary  and open source packages.

Recent Work History

CERN, European Centre for Nuclear Research, Geneva  March 2002-October 2002

As part of the LHC Computing Grid,  I worked with the Integrated Services group, which is responsible for the planning, running and monitoring of  very large Redhat Linux clusters, using Platform LSF batch software. These compute farms are being engineered  to process petabyte sized quantities of data from the upcoming Large Hadron Collider.

Framestore, Jan 1999-March 2002, Systems Engineer. Framestore is a leading film and TV special effects/animation company in Soho. The company is over 300 people strong and has two sites in central London. Framestore operates a large, high speed network linking Linux/Irix/NT and Mac workstations and compute/storage servers. I installed and supported  Linux servers, and Discreet 'Inferno' workstations running on SGIs. I was responsible for major network upgrades, including transition to a gigabit Ethernet, layer 3 switched infrastructure, and implementing a link between the two sites via private dark fibre in our own ducts beneath Oxford Street.  During the company merger with the Computer Film Company (CFC),  I was part of the team which made a smooth changeover to using the Framestore network services, Internet link and mail server – this needed people skills in addition to technical ones.

At Framestore, I implemented a new mail and LDAP server running Linux, and participated in the  rollout of new company-wide DNS infrastructure, run on 1U Redhat servers.I was responsible for the company firewall, and the external WAN pipe to Sohonet. At Framestore, I piloted and introduced a new high performance Netscreen firewall, which is used for teleworking.

Guys Hospital, Dec 1996-Jan 1999, Network Manager. Planning, roll-out and management of AMinet - the Advanced Medical Imaging Network. I took this network from the feasibility study stage, through testbeds, to a production network. It is now used for high capacity data transfer , storage of medical images, PACS, cardiology imaging and broadcast quality videoconferencing for medical teaching. 

I tendered for a dedicated 155Mbps ATM circuit to link Guy’s and St. Thomas’ Hospitals, and  participated in the tendering process for a new PACS (Picture Archiving and Communications System) for acquiring, storing and displaying digital X-Rays, CT and MRI  scans.  I connected a new digital cardiography system to the network, and also facilitated a cross-site link between histopathology departments and a telemedicine project for dermatology. I undertook installation and trials of broadcast-quality video-conferencing systems in an operating theatre, for use in medical teaching and mentoring. A cross-site videoconferencing link was also established between medical education centres on each site, for use during weekly Grand rounds.

Duties included installation and configuration of FORE Systems ATM switches, Ethernet switches and routers, connection and configuration of workstations (Sun, HPUX and PCs) network management and monitoring using FOREVIEW. 

Whilst at Guys, I helped found the British Healthcare Internet Association, and was one of the organisers of the Mednet ‘98 conference for the Society for the Internet in Medicine.

Nuclear Diagnostics, Sep 1996-Dec 1996 Software Specialist.  Nuclear  Diagnostics is a Swedish firm specialising in workstations for hospitals.  My duties involved  traveling to client sites to install, configure and support  new systems and software.  I also supported clients by phone, set  up and displayed systems at trade shows, and accompanied the head of the company on visits to clients.

Guys Hospital, August 1994-August 1996 Programmer/Systems Administrator. The Positron Emission Tomography Centre runs two Siemens ECAT scanners, plus an associated cyclotron. I managed and supported a mixed network of Sun workstations and PCs used for medical image display, analysis and research. My duties included efficient and reliable archival and restore of image data, development of software to aid researchers and doctors at the PET Centre, and importing data from CT and MRI scanners for use in multi-modality image registration studies.

Hammersmith Hospital , April 1994-June 1994  Systems Implementor.    Employed to assist in the testing and implementation of the first PACS  in the UK. This system, developed by Siemens and Loral, uses Hierarchical Storage Management to store images on a large central RAID array and magneto-optical backing store. The images are sent around the hospital via dedicated fibre optic links to Macintosh workstations.

Memberships: 

 UK Unix User Group, SAGE-WISE (UK branch of SAGE), Greater London Linux User Group,

and I am an active member of the Linux community. 

